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Prosody, gesture, and self-adaptors.  
A case study of Autism Spectrum Disorder for large 
corpora collection 

Valentina Saccone°, Giorgina Cantalini2 Massimo Moneglia°1 
°Università di Firenze, *Scuola di Teatro Paolo Grassi, Milano 

Individuals with Autism Spectrum Disorder (ASD) display distinctive speech patterns and 
bodily movements. This pilot study examines spontaneous interactions between an 
individual with ASD and a typically developing peer (age 19), incorporating monological 
and dialogical contexts. The analysis, grounded in the Language into Act Theory 
framework, explores the information structure of the speech and linguistic parameters 
influenced by prosody, such as utterance boundaries, information structure, speech 
disfluency, mean length of prosodic units, and speech rate. The study also employs Kita's 
model to analyze bodily movements, including gestures and self-adaptors, and their 
temporal relation with speech. Notable findings reveal that ASD speech is characterized 
by a monotonous information structure and prosodic contour, featuring slower and longer 
units with a limited rate variation and information type. On the gestural side, the ASD 
subject exhibits fewer gestures and more self-adaptors, with some instances of asynchrony 
between gestures and speech. This pilot study serves as a foundational step for a broader 
corpus-based project dedicated to exploring the development of pragmatic skills in 
individuals with ASD. 
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1. Introduction 

Individuals with Autism Spectrum Disorder (ASD) who have rich linguistic 
communication abilities show little problems regarding syntax and lexicon (Janke 

 
1 Valentina Saccone provided the prosodic analysis, directed the research, and wrote this paper. 
Giorgina Cantalini provided the data source and the fine-grained annotation of gestures and 
adaptors. Massimo Moneglia provided the prosodic and informational annotations and achieved 
gesture analysis. 
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& Perovic, 2017; Rescorla & Safyer, 2013) but tend to have difficulties in how 
utterances are performed (Lord & Paul, 1997). Since early studies (Kanner, 1943 
and followings; Wing, 1981), prosodic monotony and a significant reduction in 
gestural expression have been noted in ASD, and presently, prosodic differences 
are described as robotic and lacking intonation modulation (McCann et al., 2007; 
Eigsti et al., 2011; Fusaroli et al., 2017). A significant difference with 
neurotypical subjects was found in various aspects of stress perception and 
production (Augustyn & Volkmar, 2005). For example, individuals with ASD 
could produce categorically accurate patterns of statements and questions. 
However, listeners perceived their prosodic contours as odd, and acoustic 
measurements showed alterations in duration and pitch and greater variability in 
fundamental frequency contours compared to typically developing peers (Filipe 
et al., 2014). To create a standard set of typical acoustic features for Italian 
children with ASD, relevant studies have been carried out on parameters 
calculated on the speech flow, such as pitch slope, loudness, and voice quality 
features such as jitter, shimmer, and HNR (Beccaria et al., 2022; Biancalani et al., 
2023). 

Research and clinical description have reported differences in gesture quality 
and synchronization since Hans Asperger’s original study of the disorder, which 
noted the “large,” “clumsy,” and “inappropriate” gestures of the patients 
(Asperger, 1944). A deficit in the development of non-verbal behaviors is a 
characteristic of ASD young children (Mundy et al., 1986). Once language 
capacity is reached, a general decrease in gesture quantity and a reduced variety 
are often observed (Colgan et al., 2006; Wetherby & Prutting, 1984), along with 
issues concerning synchrony with speech (So et al., 2015). In parallel, the high 
frequency of self-adaptors, such as fidgeting during the communication exchange, 
has also been noted (Froiland & Davison, 2016). Consequently, reduced 
communicative effectiveness and a diminished contribution of multimodality to 
social interaction emerge (Duffy & Hally, 2011). 

From a clinical point of view, absence or infrequency of gestures are 
considered symptomatic in ASD diagnostic measures such as the ADOS (Lord et 
al., 2002), the Autism Diagnostic Interview (ADI; Lord et al., 1994), and the M-
CHAT (Robins et al., 2001). 

However, de Marchena and Eigsti (2010), in their study on narratives in 
adolescents with ASD and neurotypical peers, found large individual differences 
within each group, with some participants producing as few as two gestures 
during their story and some producing as many as 23. Crucially, the gestures of 
ASD subjects were poorly synchronized with the semantically related speech 
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(preceding or following the relevant speech of around 333 ms average), causing 
a reduction of effectiveness in communication.  

Gesture and speech prosody arise dynamically from an underlying common 
thought process (McNeill, 2005) or, alternatively, from separate but parallel 
processes coordinated during production (Chu & Kita, 2008; Kita, 2000; Kita & 
Özyürek, 2003). Gestures are timed closely with speech and rhythmically 
coordinated (Loehr, 2007). According to our corpus of adult neurotypical Italian 
subjects (Cantalini et al., 2020), gestures accompany 90% of the speech flow and 
are highly synchronous. 

Beyond the synchronization with lexical information, gestures also 
synchronize with prosody at various levels; in particular, prosodic prominence 
turns out to synchronize with the expressive phase of gestures (Swerts & 
Krahmer, 2010; Loehr, 2012; 2014; Esteve-Gibert & Prieto, 2013; Shattuck-
Hufnagel & Ren, 2018). Also, prosodic boundaries have been recently identified 
for their role in synchronization (Shattuck-Hufnagel et al., 2010; Esteve-Gibert & 
Prieto, 2013; Rohrer et al., 2019; Cantalini & Moneglia, 2020; Rohrer, 2022). 

Prosody and gestures convey pragmatic information as a function of 
embodied cognition (Sparaci, 2008). Prosody expresses the interactive value of 
the speech activity (Cresti 2000, 2020), while gesture expresses the richness of 
the mental states from which the linguistic performance originates. 

Making clear the differentials between ASD and neurotypical in spontaneous, 
interactive contexts when idea processing is synchronous to the speech activity 
may shed light on our understanding of the basic process of embodiment in 
language production. 

The pilot study presented in this paper focuses on observing prosody and 
gestures in spontaneous interactions between one individual affected by Autism 
Spectrum Disorder (ASD) and one typically developing (TD) peer. The study's 
objective is to set up an adequate annotation procedure to capture fine-grained 
differences in prosodic performance, gesture frequency and quality, and gesture 
prosody synchronization. The pilot aims to provide the foundation for a large-
scale project to develop pragmatic skills in ASD. 

To this end, the Language into Act Theory perspective (Cresti, 2000; Cresti 
& Moneglia, 2018), which links prosodic cues to pragmatic function, will be 
adopted. In parallel, for the analysis of gesture flow, following our previous 
studies (Cantalini et al., 2020; Cantalini & Moneglia, 2020), we will employ 
standard models (Kita et al., 1998; Ladewig & Bressem, 2013; Bressem et al., 
2013). 

In 2, we will present the dataset and the prosody and gesture annotation 
methodology. Sections 3 and 4 will analyze data retrieved from the annotation, 
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assessing whether the procedure enables the measurement of prosodic and 
gestural performance in ASD and neurotypical subjects, capturing the atypicality 
of ASD at both levels. Finally, in the discussion section, we will evaluate the 
results of the analysis, emphasizing potential distinctive features in prosodic and 
gestural behavior and their alignment.  

2. Methodology 

2.1 Setting and Dataset 

The dataset consists of an interview with two students at the School of Translation 
Studies in Milan by their teacher. It is designed to capture monologic and dialogic 
data in a friendly, interactive environment. The first subject (R) is a 19-year-old 
‘Highly activation’ ASD, who has undergone behavioral therapy since the age of 
6 and is proficient in language use. The second same-age student (A) is a 
neurotypical female2. Both students, attending the same classes taught by the 
teacher, provided their consent to be interviewed and audio-video recorded for 
research purposes. The interview took place within the school theater lab, where 
the video recording set up is always present. Subjects are seated in front of the 
camera, oriented 45°toward each other, while the teacher remains out of the frame 
(Figure 1). 

 

 
Figure 1. Recording setting 

 
The recording was taken in 2021 during the COVID-19 pandemic, lasting 8 
minutes and 18 seconds. Both students answered two questions on topics they 
were concerned about. Subsequently, the teacher prompted them to question each 

 
2 No metadata about test scores are available for the two participants. 
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other, resulting in a monologic and a dialogic part where the two subjects directly 
interact with each other and the teacher.  
 
Structure of the interview  
- Questions by the teacher to both subjects: 

- ‘What did you think when I asked you to help me in my research?’ 
- ‘When did you realize it was harmless and did not concern your 

evaluation?’ 
- ‘Are you worried about the pandemic situation?’ 
- ‘Ask your partner any question.’ 

- A asked R whether he had already seen the new building where the school 
will be moving shortly. 

- R asked A which examination she was more concerned about. 

2.2 Prosodic annotation  

The Language into Act Theory (L-AcT) (Cresti, 2000; Cresti & Moneglia, 2018) 
focuses on the pragmatic role played by prosody in speech organization, and it is 
specifically designed for spontaneous speech corpora analysis ). According to L-
AcT, the Utterance is the primary referring unit for the analysis of speech and 
results from pragmatic activities by the speaker; it is autonomous and conveys an 
illocutionary act (Austin, 1962). 

The framework provides explicit methods for speech segmentation into 
utterances (Moneglia, 2005) and for the annotation of information structure that 
are based on the hypothesis of a systematic correspondence between prosodic 
units and information functions (Cresti, 2000; Moneglia & Raso, 2014). 

 Experts achieve segmentation through perceptual judgments. Prosodically 
terminated sequences (TS) are assumed to correspond to the utterance boundaries 
(Izre’el et al., 2020). Subsequently, TSs are segmented into prosodic units. The 
methodology relies on the following principles3: 
- Utterances performing a pragmatic activity correspond to sequences of 

prosodic units ending with a perceptively relevant terminal prosodic 
boundary. 

- Non-terminal prosodic boundaries within a TS identify Prosodic units.  

 
3 The annotation of the terminal and non-terminal prosodic boundaries follows from perceptual 
evidence. Various corpus-building initiatives have validated the annotation schema (Danieli et 
al., 2004; Moneglia et al. 2010; Amir et al. 2004; Izre’el & Mettouchi 2015; Panunzi et al. 
2020). 
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- Prosodic units are characterized by perceptively relevant prosodic movements 

(‘t Hart et al. 1990).  
- Prosodic units correspond to units of information (IUs) (Chafe, 1994) and 

bear functional values defining the Information structure of the utterance 
(Cresti, 2000).  
Beyond speech segmentation criteria based on prosodic cues, the main 

contribution provided by this approach is the idea that within the utterance, one 
specific IU type, the Comment (COM), bears the illocution and, for this reason, 
is its core structuring element. The COM carries the pragmatic and prosodic 
autonomy and is necessary and sufficient to form an utterance. The prosodic 
contour of the COM widely varies as a function of the illocutionary act performed. 
It can be described as a root unit (‘t Hart et al., 1990).  

The utterance can be simple, consisting of only one COM IU, possibly 
scanned in prosodic units with no information function. An utterance is compound 
when composed of several IUs, giving rise to a prosodic pattern where each IU 
conveys a pragmatic value. The following is the minimal tagset of IU types 
adopted for this research. 
 
Textual Units 
- Comment (COM): IU expressing the illocutionary information (necessary and 

sufficient to perform an utterance). 
- Multiple Comment (CMM): IU expressing the illocutionary information 

within a prosodic model, giving rise to an illocutionary pattern. 
- Bound Comment (COB): IU weakly expressing illocutionary force within an 

adjunctive process.  
- Topic (TOP): IU specifying what domain the illocutionary act is about. 
- Parenthesis (PAR): IU that adds information to the utterance on a secondary 

plane. 
- Appendix (APC/APT): IU that integrates the information of the Comment or 

Topic units with unnecessary information. 
- Scanning Unit (SCA): prosodic unit marked by a non-terminal boundary that 

only scans the lexical content of one IU, not playing any Information 
function. 
 

Brief Units  
- Locutive introducer (INT): signals the onset of reported speech or thought. 
- Discourse Connector (DCT): signals the link of the utterance with previous 

information in the discourse or the context or within Comments. 
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- Dialogical: IUs of different types with no semantic content devoted to the 

management of the interaction (Discourse Markers) 
 

A TS performs one utterance if it contains one illocutionary unit COM. However, 
TSs can contain more than one illocutionary unit. In this case, they can be 
patterned in a prosodic model to give rise to rhetorical effects (Saccone et al., 
2018; Saccone & Panunzi, 2020) or can be performed in an un-patterned sequence 
(Saccone, 2022). Accordingly, the theory foresees two types of TSs beyond the 
utterance with different pragmatic values:4 
 
- The utterance, which corresponds to one linguistic act and can be simple 

(consisting only of one IU) or compound when structured by more than one 
IU; 

- The illocutionary pattern, a TS which structures several linguistic acts 
(usually two), performed within a prosodic model, to express rhetorical 
relations (reinforcement, list, comparison, tag questions, double questions, 
etc.); 

- The stanza, a TS made up of a sequence of weak illocutionary acts that follow 
the flow of thought. It develops through an additional process not 
corresponding to the execution of a prosodic model.  
 

Information units are characterized by their prosodic form and distribution with 
respect to the COM. Considering textual units, TOP units always precede the 
COM and have a prefix prosodic contour (‘t Hart et al., 1990; Cavalcante, 2016). 
The APC integrates the COM and necessarily follows it. In 't Hart's terms, APC 
is performed with a suffix prosodic contour and does not bear functional prosodic 
prominence (Cresti, 2021). Parenthesis is characterized by a lowering of the f0 
mean with respect to the preceding and following IUs (Saccone & Trombetta, 
2021; Saccone & Panunzi, 2023). Finally, Scanning units do not bear any prosodic 
prominence. 

Prosodic units are characterized by perceptively relevant prosodic movements 
whose relevance is connected to the functional value conveyed. In particular, 
prefix and root prosodic contours can comprise a preparation, a nucleus, and a 
tail. The nucleus corresponds to the minimal prosodic contour sufficient to 
achieve the information function of the unit.  

TSs have been transcribed and aligned to the speech signal in WINPITCH 
(Martin, 2004). Each IU has been annotated with its Informational value and 

 
4 See Moneglia & Raso (2014) for details on the reference unit’s types in L-AcT. 
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aligned to the signal in a dependent tier. Annotated files have been converted into 
Praat files (Boersma & Weenink, 2021), imported into ELAN (2023), and 
reconciled with gesture annotation. The acoustic signal is also processed through 
semi-automatic tools to create annotation tiers for the classification of 
sounding/silence segments, syllable division, and extracting acoustic features. 
This analysis is conducted using Praat software for prosodic analysis. 

2.3 Gesture annotation  

Gestures and prosody have been annotated independently one from the other by 
expert annotators according to the standard models proposed by Kita et al. (1998), 
along with additions from Ladewig & Bressem (2013), Bressem et al. (2013), 
Lausberg (2013).  

 The model foresees a hierarchy of gestural elements that develop around 
a mandatory Expressive nuclear phase (stroke) in which a peak of energy 
constitutes the semantic part of the gesture. The Expressive phase may be 
either simple or compound, dynamic or stationary. Accordingly, Co-speech 
gestures have been segmented into the following hierarchic levels.  
- Gesture Unit: a sequence of one or more gestures between two rest positions. 
- Gesture Phrase: the minimal gestural linear pattern constituted by Phases of 

a gesture around a prominence (Stroke). 
- Phases: the Stroke compulsory root, optionally preceded by Preparation and 

followed by post-stroke Hold or Retraction. 
 
Figure 2. represents these hierarchical relations. 

 
Figure 2. Gesture unit, phrases, and phases (from Andrén, 2010) 

 
Gestures are distinguished from other hand movements since only gestures 
contribute to communication and have a structure comprising a peak of energy in 
their expressive part.  



219 Prosody, gesture, and self-adaptors. A case study of ASD for large corpora collection 

 
The annotation procedure is supported by acknowledging the functions of 

different gestural components, whose definitions (listed in Figure 3 taken from 
Ladewig & Brassem, 2013) work as operative instructions. 

 

 
Figure 3. (Ladewig & Brassem, 2013:1075) 

 
However, in dealing with ASD subjects where gesticulation is known as reduced, 
hand movements have scarce perceptive relevance, and their contribution to 
communication is not evident. Therefore, the annotation strategy requires the 
maximum granularity of observation to be effective, as the examples in the 
following section will make clear. 

Gesture Units, Gesture Phrases, Strokes, Preparation, Hold, and Retraction 
have been aligned to the acoustic signal in ELAN in dependent tiers for each 
participant. Transcription and prosodic annotation of the speech flow were 
unavailable to annotators during gesture annotation.  

Gesture types have been classified according to traditional typologies which 
integrates the categories proposed by McNeil (1992) with  categories derived 
from the functional approach by Kendon,(2004). The following are the semiotic 
labels used to this end: 

 
- Emblems: highly conventionalized gestures. 
- Iconic (representational): gestures depicting objects or actions. 
- Deictic: pointing to person or space/time relations. 
- Batonic: gestures that accompany the rhythm of speech units. 
- Pragmatic: recurrent gestures depicting an underlying metaphor 

supplementary to speech units. 
- Interactive: gestures stressing the role of the interlocutor with respect to the 

utterance. 
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Crucially, the annotation also encompasses involuntary self-touching movements, 
referred to as self-adaptors (Kendon, 2004). Self-adaptors are “manipulations of 
one’s body parts or other objects, being peripheral or nonessential to central 
ongoing events or tasks (Mehrabian & Friedman, 1986) and do not convey 
meaning contrary to gestures co-occurring with speech. 

Self-adaptors have been frequently noted in ASD speech may indicate 
discomfort. The literature reports correlations between self-adaptors and the 
perceived emotional state of the speaker (Lin et al., 2021; Mahmoud, 2013; 
Mehrabian & Friedman, 1986; Neff et al., 2011). Their processing is harder than 
that of iconic gestures related to the semantic content of the speech (Chui, 2018). 
This behavior is continuous and cannot be segmented into distinct units. Self-
adaptors are distinguished in this annotation from generic body movements since 
they specifically regard hand/finger movements and touching where the 
movement made by hands is defined (they move, for example, to the head, 
scratch, rub, and adjust their sleeve). Generic hand movements made during the 
recording have been annotated, although distinguished from self-adaptors. Self-
adaptors have been annotated throughout the recording when subjects were 
speaking or silent. 

The following are typical self-adaptors: 
 

- Self-manipulators like scratching one’s leg (Chan et al., 2016). 
- Bringing a hand to the mouth/head when looking for a word or “thinking 

gesture” (Breckinridge et al., 2017), also known as “Butterworths”, McNeill, 
2005). 

- Fidgeting could be caused by physical discomfort (Mahmoud et al., 2013).  
- Nervous ticks.  
- Small hand or finger movements.  

 
General observations regarding the synchronization of co-speech gestures and 
self-adaptors with prosodic units and utterances have been derived once both 
speech segmentation in TSs and IUs and gestures are annotated and reconciled in 
ELAN. The following figure reports the annotation grid in ELAN used for this 
pilot, respectively, for R and A. The interviewer, who is out of the scope of the 
camera, has received only the transcript divided into TS. 
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Figure 4. Gesture / Prosody annotation grid in ELAN 

 
For the Speech signal of each participant (SP), the annotation identifies the 
transcript of each TS and its Type according to L-AcT. The Information function 
is annotated in a dependent set of tiers for each sequence ending with an NTB 
(non-terminal boundary) within each TB (terminal boundary). Gestures (GE) are 
annotated considering Gesture Units, Gesture Phrases, their semiotic dimension, 
and Self-adaptors. Each gesture unit (GU 1) is annotated, marking its starting and 
ending points. Each GU and each GPHRS (GE 2) is annotated, marking their 
starting and ending points. GPHRs are annotated according to their semiotic 
dimension (GE 3). Self-adaptors are identified in GE 0. To help the retrieval of 
the relation between prosodic boundaries of IUs (TS and NTB) with respect to 
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GUs and GPHRs, specific tiers (GU cross and GPHR cross) report whether the 
gesture crosses TB or NTB. 

4. Results of speech annotation 

4.1 Information structure 

The speech of A and R has been segmented based on L-AcT, dividing each turn 
into TS and subsequently into IUs. Table 1 illustrates the quantitative data for the 
two speakers. 

 
Table 1. The speech production of A and R at a glance 

  A R 
Turns 28 23 
Terminated Sequences 55 40 
Verbal TS 40 (72%) 28 (70%) 
Information Units 192 128 
Textual IU 161 (85%) 109 (84%) 
Non-textual IU 31 (15%) 19 (16%) 

 
No relevant quantitative differences emerge, ensuring the comparability of the 
two sets of TSs. 

Focusing on Terminated Sequences, we classified them based on their type 
(utterance, illocutionary pattern, and stanza) and structure (simple or compound 
utterances) (Table 2): 

  
Table 2. Overview of Terminated Sequences of A and R 

Terminated Sequences A R 
Utterance tot. 34 33 

Simple 18 18 
Comp_text 12 11 
Comp_dial 4 4 

Illocutionary Pattern 11 4 
Stanza 10 3 
TOT 55 40 

 
Both participants produce nearly the same amount of Simple (A, R: 11) and 
Compound Utterances (A: 12+4; R: 11+4), which thus form a comparable sample 
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for the two speakers. Compound utterances have been divided into two groups: 
the textual one (Comp_text) collects utterances composed by the Comment, 
which bears the illocution, one or more textual information units, and possible 
dialogic information units; the dialogic one (Comp_dial) collects utterances 
composed by the Comment and dialogic information units only, which are not a 
signal of complexity. In Comp dial one, IU refers to the interlocutor and does not 
give rise to informational relations between IUs. 

On the contrary, Illocutionary Patterns and Stanzas are quantitatively 
different in the two speakers. R produces fewer of both types, mainly structuring 
his turns with only one illocution per each TS (A: 11, 10; R: 4, 3).  

Looking at the IUs, Figure 5 shows the units that compose the TSs grouped 
based on the type of TS. The plots report a row number of recorded items, which 
are directly comparable concerning simple and compound Utterances due to the 
parity of COM units. 

 
Figure 5. Information structure of TSs per each type. 
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R’s speech shows less variety in IUs, structuring the TSs without the recurrence 
of Appendixes and Parentheses (only 1 APC is found in R’s Compound UT), 
which, on the contrary, are present in A’s Stanzas, Illocutionary Patterns, and 
Compound-textual Utterances. Specifically, the absence of PAR in an interview, 
where the speaker can take time to answer without the hit and response of a quick 
dialogue, deviates from spontaneous speech data (Saccone, 2022; Saccone & 
Panunzi, 2023).  

This is not to say that R does not articulate his speech. The presence of TOP 
units manifests the capability of structuring the information patterns, and it is 
particularly noteworthy as the Topic serves as the primary means of organizing 
information in relation to the Comment (Cresti & Moneglia, 2018)5.  

However, the primary structuring strategy of R is the Scanning of the locative 
content into units (SCA) in connection to the limits of duration and syllabic 
length, such as not surpassing a canonical size of seven syllables (Martin, 2009; 
Miller & Weinert, 1998) rather than to the pragmatic architecture and textual 
hierarchy of the speech. In fact, with SCA, the relation between prosodic units 
does not give rise to information patterns, and the locutive content is fully 
compositional. 

In particular, the internal structure of the 3 R’s Stanzas is minimally 
articulated. His 3 Stanzas are chains of 3-4 Bound Comments, with Topic as the 
only other textual unit. Conversely, for what concerns A, her Stanzas are 
composed of 2 to 4 Bound Comments, together with Topic, Appendix, and 
Parenthesis as other textual units.  

Comment units are often prosodically scanned for both speakers in more than 
one Tone Unit. This usually happens in Stanzas but occurs in the other types of 
TS, too. Table 3 focuses on the distribution of Scanning units (SCA). 

 
Table 3. SCA units in different types of TSs 

SCA A R SCA of COM A R 
Simple UT 0 7 (25%) Simple UT 0 7 (38.9%) 
Comp_dial UT 0 0 Comp_dial UT 0 0 
Comp_text UT 9 

(18.8%) 
15 (31.3%) Comp_text UT 0 9 (81.8%) 

 
5 With the necessary approximation due to the limited sample size, especially concerning 
stanzas, the presence of Topic in A (26% of utterances; 30% of stanzas) and R (30% of 
utterances; 2 on 3 stanzas) follow the general trend observed for Italian monologues in DB-
IPIC (Panunzi & Gregori, 2012) (21.5% of utterances; 34.5% of stanzas). 
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Illocutionary 
Pattern 

3 (9.1%) 2 (20%) Illocutionary 
Pattern 

1 (4.2%) 2 (25%) 

Stanza 23 
(28%) 

9 (31%) Stanza 20 (80%) 4 (40%) 

TOT. 35 
(18.2%) 

33 (25.8%) TOT. 21 (25.6%) 22 (43.1%) 

 
As shown in Table 3, the total number of SCA units is similar for the two 
participants (A: 35; R: 33), but the distribution differs6. A has no SCA units in 
Simple UT, and 23 SCAs are exclusively found in Stanzas, following the expected 
trend (Saccone, 2022). In contrast, R’s SCAs are primarily in Compound UTs 
(15) and Simple UTs (7). SCAs in Simple UTs, necessarily scanning COM units, 
together with the recurrence of time-taking units such as vocalizations, reflect 
flattening in the utterance and a sense of monotony for the auditory. 

4.2 Prosodic features 

The segmentation in TSs and IUs served as a base for the acoustic and prosodic 
analysis. To this end, the audio was processed through Praat software.  

The acoustic measures pertain:  
- duration of the stretch of speech and pauses;  
- mean length of TSs and IUs in syllables;  
- speech rate of TSs and IUs in syllables/second; 
- f0 range of IUs. 

 
4.2.1. Duration of the stretch of speech and pauses  
Firstly, we divided the speech flow into silent and sounding segments using an 
automatic procedure. We then manually verified and measured the duration of the 
segments for the two speakers, with a cutoff point of 150 ms for the minimum 
pause duration. 
The segmented pauses were classified based on their position relative to the 
information structure of the turn7: between IUs of the same TS (IU-pauses), 
between TS of the same turn (TS-pauses), at the beginning of a new turn (T-
pauses). Table 5 displays the measurements.  

 
6 The calculation was performed in the first case (SCA) on the total units and, in the second 
case (SCA of COM), on the total Comments. 
7 The analysis and classification of pauses is based on Saccone & Trillocco (2022) and Saccone 
et al. (2023) and their empirical works conducted on schizophrenic speech, which, contrary to 
the data of both A and R, show a massive presence of very long pauses in TS- and T-position, 
the second reaching a length of more than 20 seconds. 
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We consider the stretch of speech as the duration of TSs (i.e., the sum of sounding 
segments and IU pauses. For each type of pause, the number in parentheses 
represents the percentage of units involved in pausation (IU, TS, or T), while 
squared brackets contain the range of pause duration (minimum-maximum). The 
table also reports the pause-to-speech ratio, calculated as the sum of TS- and IU-
pauses duration divided by the stretch of speech duration. 
 
Table 5. Duration of speech and pauses 

duration  A R 
stretch of speech 3:35 3:00 
IU-pauses 12.66 s (23.4%) 

[152-1357 ms] 
8.19 s (26.1%) 
[159-1336 ms] 

TS-pauses 5.99 s (43.8%) 
[186-872 ms] 

0.84 s (16.7%) 
[299-544 ms] 

T-pauses 4.59 s (43.5%) 
[224-791 ms] 

10.86 s (75.0%) 
[209-1335 ms] 

pause/speech 0.09 0.05 
 

No differences were found for IU pauses, while the duration and frequency of 
pauses in the other two groups differed. A has more and longer pauses between 
TS than R, while the opposite happens for T-pauses. In line with the literature on 
comparative studies between TD and ASD children and adolescents (Gorman et 
al., 2016; Irvine et al., 2016; McGregor & Hadden, 2018), the low number of A’s 
T-pauses can be read in correlation with a higher presence of filled pauses, time-
taking vocalization, and discourse markers isolated in specific IUs (Dialogical 
Units) at the beginning of the turn (A: 40%; R: 30% of turns). Note that filled 
pauses in dialogue fulfill pragmatic functions, facilitating understanding and the 
flow of conversation, keeping the turn, signaling politeness and attention, or 
foreshadowing the duration and informativeness of upcoming complex utterances 
(Fox Tree, 2001; Corley & Hartsuiker, 2003). 

 
4.2.2. Mean length and speech rate of TSs and IUs 
We chose to measure the length of the different units in terms of phonological 
syllables with a semi-automatic procedure based on Praat tools and their speech 
rate in terms of syllables/second. Table 6 summarizes the resulting measures for 
each type of TS, with values in brackets indicating standard deviation. 

 
Table 6. Mean length and Speech rate of TSs 

 A R  
mean length 



227 Prosody, gesture, and self-adaptors. A case study of ASD for large corpora collection 

 
Simple UT 5.75 syll (5.03) 9.56 syll (9.98) 
Compound UT 24.56 syll (20.86) 26.07 syll (16.91) 
Illocutionary Pattern 15.09 syll (18.50) 11.50 syll (12.07) 
Stanza 50.30 syll (18.82) 68.67 syll (12.66) 

 speech rate 
Simple UT 5.05 syll/s (2.29) 3.61 syll/s (1.69) 
Compound UT 5.47 syll/s (1.41) 4.49 syll/s (1.03) 
Illocutionary Pattern 4.71 syll/s (1.82) 4.05 syll/s (1.54) 
Stanza 5.95 syll/s (0.80) 4.34 syll/s (0.53) 

 
Data are specifically relevant for Simple and Compound UT since A’s and R’s 
speech includes the same number of items for these types of TS8. The general 
trend is that R’s TSs are longer and slower than A’s9 (Table 6). This is particularly 
evident in Simple UT (A: 5.75 syll; R: 9.56 syll). 

Looking at the speech rate, a lack of variation emerges comparing R to A in 
each type of TS, as shown by the lower rate of standard deviation in R for each 
mean value reported in the table. 

For a more fine-grained analysis, the same measures were taken for IUs 
(Table 7). 

 
Table 7. Mean length and Speech rate of IUs 

 A R  
mean length 

IU 6.22 syll (4.52) 6.56 syll (5.21) 
Textual IU 6.95 syll (4.52) 7.40 syll (5.19) 
Textual IU in SimpleUT 6.17 syll (4.94) 6.78 syll (5.89) 

 speech rate 
IU 4.81 syll/s (2.00) 4.04 syll/s (1.42) 
Textual IU 6.24 syll/s (2.22) 4.63 syll/s (1.66) 
Textual IU in SimpleUT 5.34 syll/s (2.20) 3.65 syll/s (1.65) 

 
As expected, the trend is the same as the previous findings, and again, R’s IUs are 
longer and slower than As.  
The gap between speakers increases by narrowing down the sample of IUs under 
consideration from total to textual and textual in Simple UTs. The standard 
deviation of the speech rate is again lower for R’s measures. Furthermore, the 
speech rate is at its maximum gap in textual IUs. 

 
8 The mean length of Illocutionary Patterns is the only parameter that does not follow the 
observed trend. This does not change the picture since the number of Illocutionary Patterns is 
not comparable between the two speakers and is not considered. 
9 However, it is worth noting that A’s speech is perceived as fast by Italian native speakers. 
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4.2.3. F0 range 
Based on the acoustic quality and consistency in illocution10, we selected COM 
units from the speech flow of the two participants, resulting in a comparable set 
for simple utterances (A: 10; R: 7) and compound utterances (A, R: 11). Data are 
collected in Table 8. 

 
Table 8. f0 range in COM units 

 A R 
 f0 range (st) mean sd items mean sd items 
Simpl UT 15.30 8.16 10 11.33 3.91 7 
Simpl UT _holo 2.45 - 1 7.29 4.21 5 
Comp UT 11.50 7.19 11 8.48 2.28 11 
Stanza 12.67 7.93 8 16.45 - 1 
TOT.   30   24 

 
The f0 range was measured in Hertz and semitones (st) for each illocutionary unit. 
Table 8 presents mean values in st to allow a direct comparison between the two 
speakers.  

Comparing the mean of the f0 range for A and R, it is possible to see a 
reduction both in Simple (A: 15.30 st; R: 11.33 st) and Compound UTs (A: 11.50 
st; R: 8.48 st) in R, which reports a flatter prosodic contour and suggests a fewer 
illocutionary variation.  

Standard deviation values highlight a notable lack of variation when 
comparing R to A in Simple (A: 8.16; R: 3.91) and Compound UTs (A: 7.19; R: 
2.28). It is noteworthy that 't Hart (1981) found the Just Noticeable Difference 
(JND) for speech to average between 1 and 2 st, with differences of more than 3 
st being relevant in communicative situations.  

The lower dispersion of R’s measures can be noticed in Figure 6, which 
displays the f0 range (st) of each selected COM unit (A: 30; R: 24). The blue dots 
(A) cover a broader area on the plot compared to the red dots (R), depicting that 
the values are spread out over a broader range for A. 

 
10 Interrogative Comments and holophrases are treated separately due to their prosodic 
peculiarities. 
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Figure 6. f0 range in COM units 

3. Results of gesture annotation 

3.1 Quantitative and qualitative reduction of gesticulation in ASD 

Table 10 sketches the consistency of the annotated dataset. 
 

Table 10. The annotated dataset 
 R A 
Speech time 3:00 3:35 
Words 486 632 
TS 40 62 
Information Units 128 192 
Gesture Units 7 35 
Gesture Phrases 21 114 
GPRS/IU 0.16 0.59 
Gesticulation 0:27 2:47 
% speech gesticulation 15% 77.6% 
Self-adaptors 3:37 0:40 

 
The quantitative reduction of gesticulation in ASD face to the neurotypical 
participant emerges considering the number of GPRS in proportion to the 
information units, roughly one out of three (A: 0.59; R: 0.16). In parallel, the 
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percentage of speech time accompanied by gestures (A: 77.6%; R: 15%). In 3 
minutes of speech, R produced 7 GUs containing 21 GPHRs. 5 GUs are filled by 
one GPHR. On the contrary, in 3:35 minutes of speech, A produced 35 GUs 
containing 113 GPHRs. 18 GUs contain a single GPHR. 

The opposite trend is recorded when considering Self-adaptors, which 
strongly characterize the body involvement of the ASD, as expected. 

The reduction of gesticulation can also be identified considering the 
qualities of GPHR, which, compared to those by A, turns out to be minimal 
movements that do not extend in time and space.  

GPHRs by R are minimal hand movements performed at the lower level, 
centered on the belly or his lap. These are pretty peripheral positions 
according to McNeill’s gesture location schema (in Figure 7). 

 

 
Figure 7. Gesture location (Mc Neil, 1992) 

 
This is the case for the gestures in the first and second screenshots of Figure 
8, which might be hard to perceive and, therefore, add little contribution to the 
communication. To study gestures with these qualities, an extremely granular 
annotation is needed. Nonetheless, R shows meaningful hand movements 
while speaking, including upper-level, less compressed gestures like the 
deictic gesture in the third screenshot.  
 

Hand on the lap (low center) Hand on the belly (under 
center-center) 

Full gesture spam (upper 
left and right 
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quindi / avevo completamente 
travisato / la situazione nel 
mio cervello 

ma cosa ho sentito fino ad 
adesso ? 

ha fatto / un salto 
indietro 
 

so / I had totally messed up / 
the situation in my head 

what have I heard until now? he took / a step back 

Figure 8. Reduced gesture quality in R 

 
Compared to R, the quality of gesturing in A does not exhibit any qualitative 
reduction. For instance, the selection in Figure 9 illustrates large palm-up gestures 
in the central position moving in various directions. 
 

    
mi piace / 
presentarmi / 

l’unico problema […] 
è stata la logistica 

ci sono arrivata  inizio a sentire / sentire 
tante voci 

I like / introducing 
myself 

the only issue […] 
was the logistics 

I got there I'm starting to hear / 
hear many voices 

Figure 9. Gesture quality in A 

 
This quality of gestures could be made more objective simply considering that the 
average time of one GPHR is almost double in A ( 0.72 s in R vs. 1.21 s in A). 
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3.2 Gesture typology 

From the perspective of gesture typology, among the 21 GPHRs produced by R, 
we found strokes of all types except Emblems. When considering Iconic gestures, 
we observed that they only depict actions and never objects (Figure 10). Although 
data are too scarce to derive generalizations, it is notable that R, despite his 
quantitative reduced gesticulation, does not exhibit any impairment connected to 
the gesture typology frequently reported in the literature for ASD, consistent with 
the findings reported by Sparaci et al. (2019).  
 

emblems deictic iconic beat 
not found 

   
 quando lei mi ha scritto 

in privato 
mi si è illu [/] accesa la 
lampadina 

ho pure fatto la 
terza dose sabato 

 when you wrote to me 
privately 

a lightbulb turned on in my 
head 

I also got the third 
dose on Saturday 

 pointing Mimic of turning-on light Beat on lap 

pragmatic (metaphoric) interactive 

  
quindi / avevo completamente 
travisato / la situazione nel mio 
cervello 

ieri / quando [/] quando dopo essere arrivata a 
Brecht 
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so / I had totally misunderstood / the 
situation in my mind.  

yesterday / when / when after arriving in Brecht 

 Scope on the Topic function 

Figure 10. Gesture semiotic typology in R 

 
A produces a rich series of co-speech gestures and produces instances of each 
type in the typology (Figure 11). Most of these gestures are pragmatic, while 
emblems are produced in only two cases.  

 
Emblems Deictic Iconic Iconic 

    
l’unica 
problematica / 
tra virgolette 

dici che è meglio 
questa ? 

riesco ad arrivare un interruttore 

the only issue / 
in quotes 

do you think this 
one is better?  

I can manage a switch 

Fingers 
signing 
quotation 

Positioning hands 
to identify a point 
in space 

The hand moved right to the left 
as a mimic of a movement 

Mimic of the 
object turning 
fingers 

Beat Pragmatic 
metaphoric 

Interactive 

   
e ci sono arrivata  no  
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and I got there no 

Top-down 
movement 
followed by a 
hold 

Palm-up open 
hands opening 
movement “As 
you can see”. 
positive 
evaluation 

Movement of the hand opened toward the 
interlocutor to stop his intervention 

Figure 11. Gesture semiotic typology in A 

3.3 Gesture Units 

The qualitative attitude of gathering GPHRs within one sole arch of movements 
characterizes A but is also clearly testified in R. 

Among 113 GPHRs performed by A, 94 are embraced within GUs, gathering 
more than one gesture (83% of GPHRs). Some of these GUs are very long gesture 
sequences, given that only 80 GPHRs are gathered in 6 GUs, while 20 of 35 Gus 
(57%) comprehend one gesture only. 

Among the 21 GPHRs performed by R, 16 are gathered within two GUs 
(76%), while 5 of 7 (71%) comprehend one gesture only. 

From the fine-grained observation of the language contexts produced by R in 
which GUs guest 6 and 10 gestures, we notice that the two-gesture series occur in 
the interactive part of the recording, and both end in correspondence with a TB. 

3.4 Gesture prosody synchronization 

The annotated dataset has derived general observations regarding synchronizing 
co-speech gestures with prosodic units and utterances. For the evaluation of these 
findings, it should be considered that, in previous studies, a robust 
synchronization of gesture with utterance at the higher level of the Pragmatic / 
Prosody relation has been observed in the multimodal communication dataset of 
Italian subjects (Cantalini et al., 2020; Cantalini & Moneglia, 2020). In particular, 
as Figure 12 shows, GPHRs rarely cross the utterance limit marked by terminal 
prosodic boundaries.  
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Figure 12. GPHR / TB relation in the Italian reference data set (Cantalini, 2022) 

 
Moreover, a strong tendency of GPHRs to start and end at prosodic boundaries 
has also been registered. As reported in Figure 13, the onset or the end of GPHRs 
cooccurs with a prosodic boundary in around 75% of cases (Cantalini et al., 2020; 
Cantalini & Moneglia, 2020)11. 
 

  
Figure 13. GPHR / Prosodic boundary relation in the Italian data set (Cantalini, 2022) 

 
This overall correlation is consistent with the data from both R and A. Among R’s 
21 GPHRs, no one crosses terminal prosodic boundaries. In the case of A, only 6 
GPHRs among her 114 cross the terminal boundary, but in the retraction phase in 
specific prosodic conditions12. 

Also, the tendency to start and end at a prosodic boundary is confirmed in 
both subjects. In R, among his 17 GPHRs, 13 start and 14 end at the prosodic 
boundary (around 80%). In A, among her 114 GPHRs, 76 start and 79 end at the 

 
11 Approximation of +/- 250 ms. 
12 The close observation of these contests has shown, however, that in those cases, the 
illocutionary force conveyed by the utterance was weak, and in parallel, the annotation of the 
boundary quality (terminal or not terminal) was uncertain.  

74%
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60%

80%

start a PB start in IU UNC
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75%

23%

2%
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20%

40%

60%

80%

end at PB end in IU UNC

GPHR End
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boundary (around 70%). Therefore, there are no signs of atypical synchronization 
behavior in the data from the ASD subject in this pilot when examining the 
relation between gestures and prosodic units. 

However, in parallel to the above general data concerning gesture/prosody 
synchronization, the relation between gesture and linguistic content should also 
be considered. At the upper level of this relation, data are consistent with the 
synchronization principle that the linguistic anchor of gestures is always found 
within the TS. Beyond this general assumption, however, we may also assume 
that the stroke should be specifically synchronous to its content (Chui, 2005; 
Graziano et al., 2020). 

An atypical asynchrony of gestures with the linguistic material, which should, 
in principle, constitute their anchor, has been noted as a peculiar feature of ASD 
(de Marchena & Eigsti, 2010). When the gesture alignment of R is considered in 
detail, this notation may be replicated, although not all through his gestural 
behavior. Excluding beats, which can hardly be anchored to some specific entry, 
18 GPHRs by R could be, in principle, anchored to the linguistic information. 
Among these GPRHs, the gesture turns out delayed (starts and ends after) in two 
cases, and in three cases, is anticipated (starts and ends before), while in one case, 
it extends beyond its actual anchor (ends after). In other words, roughly one out 
of 3 gestures of R is asynchronous with the linguistic information they refer to. 
Figure 14 gives a picture of this loss of synchronicity, which scores a few 
milliseconds and is hardly perceived as disturbing the flow of communication. No 
such phenomenon emerges in the rich gestural sequences by A. 
 

anticipated delayed extended 

   
ha fatto / un salto 
indietro 

più o meno lo schema praticamente / la tragedia greca 

he took / a step back more or less the scheme basically / the Greek tragedy 
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Pointing behind Shaking hands up and 

down (approximation) 
Repeated movement of the two hands 
from the internal to the external 
position (approximation) 

Figure 14. Gesture content asynchrony in R13 

3.5 Self-adaptors 

In both speakers, self-adaptors can cooccur both while speaking and during 
silence, never overlapping with gesticulation, and are not aligned to speech 
events. We did not observe qualitative differences between the two subjects 
except for the frequency and duration of these behaviors. For instance, see the 
self-adaptors behaviors reported in Figure 15. 

In A, 13 instances of self-adaptors occur. 9 of them happen during speech, 
and two (one lasting 10 seconds) occur during silence, while two start while A is 
in silence and continue while A is speaking. The total duration of this behavior is 
around 40 seconds (17.3% of the speech time). In R, self-adaptors identified in 
the annotation are 17 activities, with 7 occurring while speaking, 6 covering both 
speaking and silence, and 4 occurring during silence. The total duration of this 
behavior (3:37) exceeds the speech time.  

Comparing the time of gesticulation with the time of self-adaptors in the two 
subjects during the recording shows that self-adaptors are the body movements 
that most characterize ASD, while gesticulation characterizes the neurotypical 
subjects.  
 

    
ribbing hands while 
listening 

touching the nose 
while speaking 

scratches his cheek 
while listening 

touching the neck 
while speaking 

Figure 15. Self-adaptor examples in A and R 

 
13 In the Italian text, the wording to which the gesture is temporally aligned is in bold, while 
the wording to which the gesture should be anchored is in italics.  
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5 Conclusions 

In this paper, we presented and tested a methodological design that relies on 
speech and gestural frameworks grounded on pragmatic principles, allowing 
segmentation for gestures and speech. The pilot provides valuable insights into 
the spoken and gestural characteristics of ASD individuals and their comparison 
with the TD subjects, laying the groundwork for future research in understanding 
and addressing communication challenges in ASD.  

In short, the analysis of the speech in terms of information structure of the 
subject with ASD has revealed the following atypia: 

 
- turns are mainly structured with only one COM per TS, with a scarce presence 

of stanzas and illocutionary patterns, which nonetheless may occur;  
- the variety of information units is limited, articulating the TSs with Topic but 

without Appendixes and Parentheses, which integrate pieces of information 
in the process of performing the utterance. In particular, the absence of PARs 
manifests difficulty in structuring information hierarchically across distinct 
textual levels, avoiding duplications of perspective within the same TS as 
well as modalizations of the illocution. 

- the prevalence of SCAs on the other IUs means that information management 
is more connected to prosodic parsing of the locutive content than to the 
pragmatic composition of the speech. 

 
The resulting flattening of the information structure entails a sense of 

monotony in the auditory, which is reflected in prosodic trends. The measures of 
mean length, speech rate, and f0 range of IUs and specifically COMs show longer 
and slower units, a lack of variation in speech rate, and notably, in the pitch 
variation. This leads to prosodic contours with so slight variation that it may not 
show any perceptible difference between COMs ('t Hart, 1981). This finding also 
suggests a scarce illocutionary variation in ASD. Further analysis may refine 
assessing f0 measures and voice quality (Beccaria et al., 2022; Biancalani et al., 
2023). 

Moreover, observing pauses, we found more numerous and longer T-pauses 
in connection to the lower presence of filled pauses, vocalizations, and discourse 
markers at the beginning of a turn. It is important to note that filled pauses 
characterize A’s speech and serve pragmatic functions in communicative events. 
Further research considering inter-subjective variability is needed to verify the 
consistency of this finding. 
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In addition, the presence and position of filled pauses are linked to the study 

of speech rhythm with potential insights into vocalic lengthening and the ratio 
between %V and %C (Maffia et al., 2021).  

On the other hand, gestural analysis revealed a quantitative reduction in the 
subject with ASD, with self-adaptors being more characteristic of his behavior, 
with poor body involvement when transforming ideation into speech. The 
quantitative reduction in gesticulation is observed both in the number of GPRSs 
in proportion to the information units and in the percentage of speech time 
accompanied by gestures. The opposite quantitative trend is observed for self-
adaptors, which strongly characterize the body involvement of individuals with 
ASD, as expected.  

Upon segmenting and studying the video recording, a qualitative difference 
emerges between the two speakers: hand movements have limited perceptual 
relevance for the ASD subject, and their contribution to communication is not 
evident. Therefore, the annotation strategy requires the maximum observation 
granularity to be effective. 

As expected from normative data, gestures tend to synchronize with prosodic 
units, specifically at prosodic boundaries. However, specific cases of asynchrony 
(anticipations, delays, or extensions) between semantic anchors and gestures were 
observed, providing a compelling starting point for future research.  
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